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Abstract: With the rapid development of intelligent transportation systems, the Eiemand of the Internet of vehicles (IoV)
for real-time computation and low-latency services has surged. Vehicular edge computing (VEC) significantly reduces the
transmission delay by offloading tasks to edge nodes. However, traditional algorithms are not sufficiently adaptive to task
offloading in complex dynamic traffic environments. Deep reinforcement learning (DRL) is capable of handling complex
tasks and learning optimal offloading strategieé for vehicles in complex dynamic environments. Firstly, this study sorts
out the loV architecture, commﬁnicaﬁon technology, and core offloading technology of VEC. Secondly, it introduces the
basic theory of DRL, classification of methods, and the mechanism of multi-intelligence body collaboration. Then, a
comprehensive overview of the current research status at home and abroad is given from the vehicle-vehicle, vehicle-edge
layer, and cloud-edge-end resource cooperative computing offloading dimensions. Finally, the possible future research
directions of deep reinforcement learning-based VEC and task offloading are pointed out.
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AR, Horh 2 G0 S AR BE A Ak AT RSU iy 5 38 iy 38
n, B 5 K A AR R (B Z VAR T oL S
Ji 53 B (GORA) FlBEALE % 5 % 4 it (RORA). 3L
BR[97]IEIE T — M5 ZWEM. £ MEC IR&S M=
MR %5 35 3 5, MEF IR T —Fh 2 H bR i il 2 ) S ng
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i 2 AR A AT . SR
A2, MR 55— AR 51 5 R
59, [N 25 R v W R R S SR S S L BE, 1
PR N EI 3] MEC EHITEBL R, 5/ T Q-learning
T3 105K 3 R S S FH 1) IR 45 4 BRI 25 #5 4H. AT PR A
RGNS EA. SCHR[981 % 1E T — AN TR a4t 5
6 3 SRR S LA AT 5 BN, 1 FE R
F DQN £33 /) RSS2E-DQN J7¥2:, 1% 7934 F 1 ) 5k
W £ 56 [0 JHORRS TE U, 1207 v R AR 75 I sl A JE AT
i e, AT D2 4 B A 5 PR B 1 38 B /R S IR AR A,
bE A5 W& N R 38 0, RSS2E-DQN J7 ¥k AH Lk
DQN. 4 5 A b FE0 480 A0 4 3000 25 R 45 2 B0 3, %077

EIERAEIR . REFEAN 254 FH BRI, SCHR[99]75 FE K& |

3 2 404 JUAE 55 ) BB IL G MR 55 A 5 37 ST
J 4 1 25 B8 T Bl S0 T SRV B 45 A 613
BUE B 3, AN AR Ry VRt — Rl TR
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FEH T — PSR A AR I B TR R AL 2E ST B
BT MR B (RLCMRA) 77 %&. RLCMRA i@ it
H Id N 27 2] 3R A5 fe R 1) B0 8 A A% SR, 138 Bt
i KA (e A B /ME).

SCHR[ 102142 H T 2 AN EMi 37 5. X B 2248 m) DA
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{EZ 5T A,
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VR B RIS 1% 077550 4 B B 2 Ja RS I8k
N AT REE A R PR SR AN A
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i, A5 E A IR AR, SCHR[ 107 AR TR IE L 2
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