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Few-shot Intrusion Detection Based on Diffusion Model

WANG Shu-Lin"? LIN Hong-Gang'?, LI Peng-Liang'

'(School of Cybersecurity, Chengdu University of Information Technology, Chengdu 610225, China)
*(SUGON Industrial Control and Security Center, Chengdu 610225, China)

Abstract: To address the insufficient generalization and degraded detection performance in intrusion detection models
caused by scarce samples during the early stages of novel network attacks, this study proposes a few-shot intrusion
detection method based on diffusion models. At the data augmentation level, the proposed method introduces a noise-
aware conditional diffusion model that employs cosine noise scheduling to balance generation efficiency and sample
fidelity, while residual connections are incorporated to enhance feature propagation stability and improve the distribution
fidelity of synthesized traffic data. At the feature metric level, a dynamic prototype network is designed, leveraging multi-
head attention to optimize class prototype representations and mitigate feature sparsity in few-shot scenarios.
Simultaneously, a joint optimization strategy combining cross-entropy loss with an orthogonal regularization term is
adopted to enhance intra-class compactness and increase inter-class separability. Experimental results on two public
datasets demonstrate that the proposed model outperforms other detection methods in terms of accuracy and
generalization capability under few-shot scenarios, providing a novel solution approach for few-shot intrusion detection.
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AL 83.34 82.54 83.12 82.85

# 3. K4 BoR, AR CD-DPN FiE1EH
AR ER AT S LRI A5 R AN [R] 1 5 32
S A I 2 SR YA BT RN, B8 AIE T B SR N EEAR N AR AR
DIAEZ5 1 R

HAKM S, CVAE il i 2 AR i R AR, (1
FOA B8 A B A ML, 76 S M RRAE 37 5T A LUORG
HERUL & Bh AR AR IR i o 45 4, B2 TR B2 A TR EC-GAN
FE AR BORH UM T R AR RSB W 3 B8 40 AT R AR, {H
f£ CSE-CIC-IDS2018 F- M fe T & 1 B H A 3 v 4 5
W 28 AR I 3 PR R AH L2 R, CD-DPN AR F 11
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S IR B 3 i 328 25 2 M g R S R T R AR A
TE 42 52 P O B 5 ik 22 R IV RIAE R, A AR T
TREARE R RS 2R, BhAh, B o R iE i 25
PRZEEAT SR 1 ), AR G R AR TE 1 S B s H
PR, B — 5L TE T RRAE A (R . SEg 45 R
UE T AR SCHE 0 776 SR T /INREZAS 1) RS SR )it
LA R, BT+ T R AR 14 .
343 PFEARTTIEXTEL

N T ATV A SCATHZ HE 1) CD-DPN J7VETE /M
ARNAZKEMAT S PR3, ASCERILT 5 Fi A
AREEVE B /INFEAR 2 ) D7 A R xd L JR AL g1 A2

g Meta-Baseline!®!. PFTDU#1 FS-CT!?.

JIT 4 J7EAE 10-shot ¥ & N AT WAL, 43l 4E CIC-

IDS2017 F1 CSE-CIC-IDS2018 %4 il 1 7y 25 vk

W, AR, KR F1Y, 4558003 5 F13 6 .
# 5 CIC-IDS2017 ¥l dE ERXy EESEER g IR (%)

Jiid HERf 2% Fff %R FENCIES FUE

JiR 2 A 5% 76.67 75.68 76.67 75.87
AR A 2% 79.44 77.96 79.55 78.11
Meta-Baseline 80.89 79.88 81.02 79.90
PFTD 81.07 75.57 78.09 75.78
FS-CT 82.11 83.29 81.58 81.44
AL 84.27 84.54 82.62 83.97

#+ 6 CSE-CIC-IDS2018 #li4E b HIXT L sz 4 1R (%)

Jiid iRTIES AR FENCIES FUA

JiR 2 A 5% 74.33 74.28 73.51 73.72
AR R 2% 77.56 75.14 76.52 75.16
Meta-Baseline 79.67 78.67 79.38 78.89
PFTD 80.48 75.22 77.57 75.01
FS-CT 81.64 78.55 80.43 79.25
AL 83.34 82.54 83.12 82.85

M Sz 45 AT LA Y, CD-DPN 78 AN B 48 E
B T SR ARSI 45 5. 7E CIC-IDS2017 $dE 4,
CD-DPN [f] F1 144 83.97%, ME XA FS-CT #2
Tt 2.5 AN E 50 R AR BB R CSE-CIC-1IDS2018
i, CD-DPN [ F1 {8°M 82.85%, AHLL FS-CT $2
T 3.6 NE A, BB ERSHE R, 1X—
SZER T RELT CD-DPN 7R 5 44 53 4 U B A 35 )
(582 A RE 7)1 5 &R 1, W] CD-DPN fE/MFE A7 5t
N R B T A R I RS AT S5 AL

FEFITAE 7, J Y ) 44 15 20 A ) % 1) 2 R AE G
BAIG, 32 B PRE T3 9 288 U7 V2 3 OS2 R
B3 7y U 5@ A AUl 1k i 1 pR B, TGV 7 4 0

oA 2 T ORI R = S . T CD-DPN R e
JIWLHI ARG LA S 2 43 2R 2%, 49 2R R A B AL SR
5 B J1 A1 I BE 71, Meta-Baseline 76 7G5 S HEZE R A
2 — WAL iz AL RE 77, (B LN Gk 36 78 40 AT 55 b
FEGERE, X T 52 2% W 28 3 & 3 RAT S5 M L E LA
FHLEZ T, CD-DPN B 25 (9 BB B AE 2R A AR i 22
FEAFEAR, BB T i 306 FNIE 8 IR OHE ) ) . -
& PFTD 5| A\ T BCFR ISR A, H 3 2% > v 1) 40 A
TIN50 3 5 5 45 BB ALE S BCR BUR, 2R T8
FEIFE ST R G 7 3, 3804 R AR 0 JE e 2 531 1)
s UL AN T 5 1 B A4 G U P BB T CD-DPN A A7 4% 11
A2 BOATL I R0 B 2 TR 28 DX 4%, G 5 JE A A A B A s 2
PLZFEAT 55, 5 RURAR T I SR FE 5 B2 5T 8. FS-CT
S T AR SRR R T FH T3 5 SRR - A U0 TR R A G
PEER B, (H 2 ) JE A A o — PR ), T D) 4 9 B
Hedm iy A DL RO AR S 2% S8 1A 43 A T CD-DPN H
R VYA E T 5 AR B B, 5% 72 R AR 4E 2 2
TH] [ 3 B HEAT 55 AH S PE SR I R R, $2 7 7 SR B )
7, B Ak B W 3k — 2 B S L ) A e T S
FIB G, R AAEA R 5 T R FRFRRE 1 e 1 e
I

25 I, CD-DPN TE/MEAR NZ R MAE S5 e 30
BB AR T ik e BE, B0IE T a5 i A%
PERNTE IR S A2 2% N 28 IR 3858 S 1 S RV .
3.4.4 JHELERLS

T IEAL TR CD-DPN J5 3% & 4 1 R
P, %t CIC-IDS2017 A1 CSE-CIC-IDS2018 i #i4E 1
10-shot 155 34T TR 78, AVFAL &N H AR A 2%
PE. R 7 RN T A

* 7 AL AR (%)

HARHE i) HERf R F11H

Expl 81.58 81.16

Exp2 82.34 82.56

CIC-IDS2017 Exp3 82.16 82.51
AL 84.27 83.97

Expl 80.10 80.96

Exp2 81.89 81.86

CSE-CIC-IDS2018 Exp3 8132 o124
AL 83.34 82.85

S0 VB ALHE 3 P AR Expl ZH 6 MHY BB R,
LA R AR HE; Exp2 # 5k 2 Sk = b, ]
VA R R AT 2R 5 Exp3 R IEAZ IE N 155 %60 EE

7
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ok, 2 W37 HIOKSE L5 15 56 A 7R £ S ol E 0 O T KA 1
RYEVER, Gefft 1 Kol s ik S50 00 A5 B e 400 5 1) 2.
Exp2 B BREBAILHE, #EFRS F1ESHI T —
SE R BRI, T U W i T LA e 9% 5 78 20 s S A
AR B R BEARFAE, AT A Bl BRIk (9 SR S A, i g
(RIS 7R oV S D R IE (M ZE AL R B, T3
FACRNE T B, Exp3 RS B R UG I ORA P T B,
U BB £ DI A M RE O A AL AL 25 18 454, SR A
PR X7 2KIAIRHE. 45 EFTIR, CD-DPN £ 3 /MZ L
A B0 B R R B A S STk, E AT A HE 4
SR RIS G MR AEILALX 3 NN A AR T T/ ke
AN FNZ A e 1 5 &R

4 g5 RE

BE T /INBEAR ) S5 R NARAS D THT I PR Bk ke, A SC 4
H T R A S B B B AS TR Y R (R HE
48 CD-DPN. % J5 38 4% R o 210 AR v i it I
R EFEA, TS TR Rk RE ), Wit T4 A 2k
TR FIHLH I h 45 TR A 2, SBIL e U AL A i S
EHERL, ST BIERLINBER G 5 R M5, S T
RO D EREAR A e 7).

TEA T B 45 b s2 a6 45 B3 B, CD-DPN 7E/h
BEAY) 50T R L BB L (R M &5 AN Ak Re 0. Rk
TAE AT — PR Z T U AR L B I # R
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